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Background 

Automatic Speech Recognition (ASR) in the presence of environmental noise is still a problem in 

speech science [1]. To tackle this problem in the context of Automatic Speech Recognition for 

Human-Computer Interaction, we propose a novel Silent Speech Interface (SSI) in European 

Portuguese. An SSI performs ASR in the absence of an intelligible acoustic signal and can be 

used as a human-computer interface (HCI) modality in high-background-noise environments 

such as living rooms, or in aiding speech-impaired individuals such as elderly persons [2]. By 

acquiring sensor data from elements of the human speech production process –  from glottal and 

articulators activity, their neural pathways or the brain itself – an SSI produces an alternative 

digital representation of speech, which can be recognized and interpreted as data, synthesized 

directly or routed into a communications network. The existent experimental SSI systems 

described in the literature are based on the following approaches: capture of the movement of 

fixed points on the articulators using Electromagnetic Articulography (EMA) sensors [3]; Real-

time characterization of the vocal tract using ultra-sound (US) and optical imaging of the tongue 

and lips [4][5]; Capture movements of a talker’s face through ultrasonic sensing devices [6][7]; 

Digital transformation of signals from a Non-Audible Murmur (NAM) microphone (a type of 

stethoscopic microphone) [8]; Analysis of glottal activity using electromagnetic [1][9], or 

vibration [10] sensors; surface electromyography (sEMG) of the articulator muscles or the larynx 

[11][12]; Interpretation of signals from electro-encephalographic (EEG) sensors [13][14]; 

Interpretation of signals from implants in the speech-motor cortex [15]; processing of signals 

from low power radar devices [16]. 

The existent SSIs have been mainly developed by investigation groups from EUA [4], 

Germany [17], France [18] and Japan [8], and focused on their respective languages. There is 

no published work for European Portuguese in the area of SSIs, although there are previous 

investigations on related areas, such as: use of EMA [19], Electroglotograph and MRI [20] for 

speech production studies, articulatory synthesis [21] and multimodal interfaces involving 

speech [22][23].  
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Objectives 

This thesis aims at investigating and developing a successful and natural SSI HCI 

modality which targets all users (universal HCI) including elderly, for European Portuguese (EP). 

This SSI will be then used as a HCI modality to interact with computing systems and 

smartphones. The research will be specifically interested in studying the benefit brought by this 

novel HCI modality for EP elderly speakers, for whom speaking might require a substantial 

effort. This research will adopt the following approaches: 

a. Multi-sensor Analysis 

An SSI can be implemented using several types of sensors or a combination of them in 

order to achieve better results. For this thesis we will preferably adopt the less invasive 

approaches and sensors that are able to work both in silent and noisy environments such as, 

video, NAM microphones, sEMG or Ultra-Sound, following recommendations found in the 

literature, regarding multi-sensor devices. Further investigation will also be conducted on feature 

extraction, data acquisition and silent speech processing (silent speech recognition with Hidden 

Markov Models or other machine learning techniques), of data collected from these sensors, as 

well as on combining techniques through multi-sensor devices and data fusion in order to 

complement and overcome the inherent shortcomings of some devices without decreasing the 

usability. 

b. European Portuguese Adoption 

The existing SSI research projects do not contemplate any languages other than English 

and Japanese. With this work we will address the challenges of developing an SSI for European 

Portuguese, the first approach for this language in the Portuguese and international academia. 

One of the areas of research to address is the problem of recognizing nasal sounds. 

c. Targeting Universal Interface and Elderly Speakers 

After determining the different possibilities for each type of SSI, a hybrid and minimally 

invasive solution will be envisioned, specified, developed and tested, including existing hardware 

components and new software solutions, targeting a universal interface including elderly people. 

The specific limitations and requirements imposed by an elderly speaker need to be stipulated 

based on a pre-defined user profile in order to provide an efficient use of the interface.  

d. User Requirements and Usability Evaluation 

During the full span of the project duration, close contact with end-users, including 

elderly, will be sought, starting from user requirements capture to the adoption of a full usability 

evaluation methodology, which will collect feedback and draw conclusions based on real subjects 

while interacting (using SSI) with computing systems and smartphones, respectively, in real 

case indoor home scenarios and in mobility environments. 
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