PhD Thesis Proposal

1 Title: Distributed Data Structure Server

1.1 Background

The appearance of web applications needing to support many thousands of
concurrent users, like Twitter and Facebook led to the rise of distributed key-
value stores, to enable scalability and fault-tolerance for scenarios in which
traditional relational databases are not appropriate.

In particular, two aspects make traditional ACID offering relational databases
problematic: the need to reply to many concurrent requests with low latency
makes the use of joins over normalized data unfeasible; the desire to offer fault
tolerance and always-on availability leads to the use of replication (in some cases
across several datacenters). The CAP theorem [1] made clear that under a repli-
cated scenario, if availability and partition tolerance is desired, one must give
up strong consistency and end up offering eventual consistency semantics [7].

Since Amazon’s Dynamo distributed key-value store [3], research on even-
tually consistent, non ACID, non relational distributed databases has surged.
Many other systems have been designed, like Facebook’s Cassandra, Google’s
BigTable, MongoDB, HBase, Riak, in what has been popularly designated
“NoSQL” [4].

These key-value stores typically offer a simple get/put API to retrieve or
store data for a given key, as opposed to a traditional query language (e.g.,
SQL). The concurrent use of gets and puts, without support for transactions
creates many problems for the application programmer. These include the loss
of updates (overwritten by a concurrent client) or the need to reconcile multiple
values that result from conflicting updates.

A common example is the difficulty of maintaining a simple counter, due
to the lack of atomicity in the get-increment-put operations. Given its general
usefulness, support for counters has been added to Cassandra recently, after
a lengthy discussion of the problem. In fact, distributed counting is a classic
problem that has been addressed over many years, but mostly with an emphasis
on scalability and offering strong consistency semantics (e.g., linearizability [5]),
and not availability and partition tolerance.



1.2 Research question

This proposal aims to address the problem of whether it is possible to support
richer operations (as opposed to just a simple get/put) on replicated, highly
available, fault tolerant, weakly consistent distributed datastores, in a reason-
ably efficient manner and offering some sensible semantics.

Much past research has addressed strong consistency (e.g. atomic concurrent
objects [5], Database State Machine [8, 6]), and this thesis aims to explore some
similar questions in the weakly consistent setting.

On the other hand, the idea of providing a NoSQL database with richer
operations on datatypes has been implemented in the Redis key-value store, for
this reason also called a “data structure server”. Redis [4, 2], however does
not support replication (apart from a master-slave scheme), using distribution
mainly for partitioning the data onto several machines. This proposal can also
be regarded as a generalization of this for the fully symmetric replication case.

1.3 Goals for the Pre-Thesis
e Research the state of the art in distributed NoSQL datastores.

e Evaluate possible candidate data structures to be supported by distributed
datastores;

e Explore the design space of consistency semantics to be offered;

2 Free Option

This course is going to be a “Supervised Study”. In the topic of supporting
data structures in distributed datastores, distributed counting is a classic case
study. Therefore, it is proposed that the student researches this specific topic
&and writes a survey about the state of the art in “Distributed Counting”.

3 External Option

The proposed external option is a course in the Statistics Master Program. The
specific course will be Probabilidades e Modelacdo Estocdstica
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